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In the current investigation, the neurophysiological organization
of the neocortex was examined in adult animals that were bilat-
erally enucleated very early in life, before the retino-geniculo-
cortical pathway was established. Our results indicate that some
aspects of development of cortical fields are not mediated by
specific sensory inputs. However, the current study also demon-
strates that peripheral innervation plays a large role in the orga-
nization of the neocortex, as cortical territories normally involved
in visual processing are completely captured by the auditory and
somatosensory system. Thus, a large degree of phenotypic vari-
ability in cortical organization can be accomplished solely by
removing or modifying sensory inputs.

bilateral enucleations � electrophysiological recording �
development � evolution

Until recently, the notion that humans with a congenital loss
of one sensory system become better at making discrimi-

nations with the remaining sensory systems was mostly anec-
dotal. However, studies in congenitally blind individuals indicate
that there is a shorter detection time for auditory discrimination
tasks (1) and that blind individuals process language faster than
sighted individuals (2). Thus, there is a compensatory adaptation
of the auditory system in the congenitally blind, presumably
because of a reorganization of the neocortex. This hypothesis is
supported by recent neuroimaging studies of blind individuals
demonstrating that both auditory localization tasks (3) and
Braille reading (4–6) activate regions of cortex normally in-
volved in visual processing. Similar types of cross-modal plas-
ticity also have been demonstrated in congenitally deaf individ-
uals (7–9). These results indicate that the amount of cortex
devoted to a particular sensory system, and possibly the number
and organization of cortical areas, is determined in large part by
peripheral innervation and activity patterns generated with use.
Indeed, a number of studies in the adult mammalian neocortex
have demonstrated that cortical maps of sensory receptor arrays
(areas) can be contracted or expanded by loss of peripheral
inputs, or by enhanced use (10–24), and that cross-modal
plasticity is possible when the modifications in peripheral activity
patterns occur early in life (25). Yet, the extent to which
peripheral innervation at early developmental stages can sculpt
the architecture and function of entire sensory systems is not
known.

The present investigation was prompted by two seemingly
disparate observations related to this issue. First, developmental
studies demonstrate that thalamocortical input is not required
for the expression of molecules believed to be involved in some
aspects of cortical field development (26, 27). This suggests that
cortical arealization, or the emergence of cortical fields in
development, is mediated by intrinsic genetic mechanisms that
can operate independent of activity from peripheral receptors.
This notion is difficult to reconcile with observations from
comparative studies which demonstrate that the amount of
cortical territory a sensory system assumes (sensory domains),
and the individual subdivisions therein (cortical fields or areas),

is highly dependent on peripheral innervation and the use of
sensory receptor arrays (28, 29). In the current study, we examine
the influence of extrinsic factors that contribute to neocortical
organization by addressing two questions: What is the contri-
bution of peripheral receptors, and ultimately the spontaneous
and patterned activity they generate, to the establishment of
major sensory domains in the neocortex? Can changes in pe-
ripheral innervation affect the amount of neocortex occupied by
a particular sensory domain?

To address these questions, the functional organization
and�or the cortical myelo- and cytoarchitecture were exam-
ined in six short-tailed opossums, Monodelphis domestica, that
had been bilaterally enucleated early in development (post-
natal day 4, P4), well before thalamocortical afferents enter
the cortex at P7–P8 (30), and before ganglion cell axons enter
the diencephalon at P9–P10.§ The Monodelphis is born at an
extremely immature stage of development compared with
most other mammals, so that manipulations can be done
ex utero. Equally important, the neocortex of these mammals
is relatively small, the number of fields is limited, and the
organization and connections of much of the sensory cortex
have already been described for normal animals (31, 32). Thus,
the effects of the manipulations on all or most of the neocortex
can be assessed in a single experiment. Multiunit activity was
recorded at a number of closely spaced sites across most of
the mediolateral and rostrocaudal extent of Monodelphis neo-
cortex (see Methods and Fig. 1), and the type of sensory stimuli
that elicited a response, as well as the receptive field for
neurons at all somatosensory sites, was documented. By ex-
amining response patterns and matching electrophysiological
recordings to histologically processed tissue, sensory domain
maps could be established, and cortical areas within these
domains could be identified and compared with normal ani-
mals (31, 32).

Methods
Surgery. Bilateral enucleations were performed at postnatal day
4 (P4) in six M. domestica pups. The mother was anesthetized
with alphaxalone (45 mg�kg) and alphadolone (15 mg�kg),
administered intramuscularly. Body temperature was main-
tained, and heart rate and respiration were continuously mon-
itored throughout the surgery. The pups were individually
anesthetized by hypothermia while still attached to the mother.
Once the pups were anesthetized, the eyes were manually excised
under microscopic guidance. The skin surrounding the eyes was
replaced over the exposed eye socket; in some cases, it was
secured in place with surgical glue (Nexaband, Veterinary
Products, Phoenix, AZ). The pups remained with the mother
until postnatal week 4, at which time they were removed from the
mother and hand-reared until postnatal week 7, and then housed
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separately for 8–12 months. Complete removal of the eyes was
verified by dissecting the eye region after electrophysiological
mapping and perfusion. All procedures used in these experi-
ments were approved by the Animal Use and Care Administra-
tive Advisory Committee of the University of California, Davis,
and conform to National Institutes of Health guidelines.

Electrophysiological Recordings. Upon reaching adulthood, each
animal was anesthetized with ketamine hydrochloride (40 mg�kg)
and then isoflurane (1–2%) delivered via an endotracheal tube. The
animal was then placed in a stereotaxic apparatus, the skin was cut,
the temporal muscle over the left hemisphere was retracted, and the
skull and dura were removed to expose the entire hemisphere.

Fig. 1. A comprehensive reconstruction of
electrophysiological and architectonic maps
of the neocortex in normal (A, case 00-32) and
bilaterally enucleated animals (B and C, cases
01-03 and 01-20). (A) The dark purple region
indicates V1 as defined both electrophysi-
ologically and architectonically. The light pur-
ple indicates extrastriate cortex in which neu-
rons responded exclusively to visual, to visual
and auditory, or to visual and somatosensory
stimulation. The red and yellow areas corre-
spond to S1 and A1, respectively. Black dots
indicate electrode penetrations. (B and C) Red
areas correspond to S1, yellow areas corre-
spond to A1, and purple areas correspond to
area 17 as architectonically defined. Each dot
in A–C represents an electrode penetration.
Red dots represent locations at which neu-
rons responded exclusively to somatic stimu-
lation, yellow dots indicate sites at which neu-
rons responded exclusively to auditory
stimulation, and red � yellow dots indicate
sites at which neurons responded to both
somatosensory and auditory stimulation. Re-
cording sites in which neurons did not re-
spond to any type of sensory stimulation are
marked as minuses. Thick lines mark architec-
tonic boundaries. Dashed lines represent a
portion of the pyriform cortex, included for
illustration purposes. In normal animals, S1
contains a complete representation of the
contralateral body surface and is coextensive
with a darkly myelinated region (Fig. 2). V1
has been well defined in Monodelphis as a
complete representation of the contralateral
visual hemifield coextensive with a moder-
ately to darkly myelinated region. A1 con-
tains neurons that respond almost exclusively
to auditory stimulation, although the tono-
topy of this region has not been described in
detail in Monodelphis. In the bilaterally enu-
cleated animals, an architectonic area 17 was
observed (dark purple), but neurons in this
region responded to auditory or auditory �
somatosensory stimulation, and the field was
substantially smaller than in normal animals
(B and C). Also, in bilaterally enucleated ani-
mals, a new architectonic area (area X)
emerged just lateral to area 17. Neurons in
this region responded to auditory � somato-
sensory stimulation. In cortex lateral to area
X, neurons responded to auditory and so-
matosensory stimulation as well. In the bilat-
eral enucleates, receptive fields for neurons
in areas 17, X, MM, A, and CT were mostly on
the head, vibrissae, and snout. A1, primary
auditory area; CT, caudotemporal area; FM,
frontal myelinated area; MM, multimodal
cortex; OB, olfactory bulb; PYR, pyriform cor-
tex; S1, primary somatosensory area; V1, pri-
mary visual area; V2, second visual area; ros-
tral is to the left and medial is up.
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Subcutaneous injections of lactated Ringer’s solution were admin-
istered every 3–4 h to maintain hydration. Body temperature was
maintained, and heart rate and respiration were monitored con-
tinuously throughout the experiment. The exposed cortex was
imaged by using a charge-coupled device camera (Optronics En-
gineering, Zeiss), and this image was used as a reference map to
relate the electrode penetrations to cortical vasculature. An elec-
trode designed to record from multiunit clusters (5 M�, 0.02 inch
diameter) was lowered into the cortex, and recordings were made
200–400 �m from the pial surface, approximately in layer IV.
Multiunit recordings were amplified, filtered (250 Hz to 4 kHz),
viewed on an oscilloscope, and heard through a speaker. Auditory
stimulation consisted of broad band clicks presented in a free field.
Somatic stimuli consisted of light taps, displacement of hairs with
brushes, light brushing of skin, hard taps, and manipulation of
muscles and joints. Receptive fields were drawn onto pictures of the
body. Descriptions of the receptive fields and the type of stimulus
required to elicit a response were also documented. For the normal
animals, visual stimulation consisted of full-field flashes of light and
moving bars of light. Details of visual stimuli, receptive field
progressions, and visual cortex organization have been previously
documented for Monodelphis (32). Upon completion of the record-
ing, probes were placed in the cortex to aid with reconstruction of
the tissue.

Histology and Reconstructions. Each animal was euthanized with
an overdose of sodium pentobarbital and perfused transcardially
with saline and then with a fixative of 3% paraformaldehyde in
phosphate buffer (pH 7.4), followed by 10% sucrose in the
fixative. After fixation, the brain was removed from the skull, the
cortex was removed and flattened between two glass slides, and
the thalamus and cortex were immersed in 30% sucrose over-
night. The flattened cortex was sectioned at 30-�m thickness in
a plane parallel to the cortical surface and stained for myelin
(33). For two hemispheres, cortex was cut at 50-�m thickness in
a parasagittal plane and stained for Nissl substance and myelin.

For each electrophysiological recording case, camera lucida
drawings of individual myelin sections were made by using a
stereomicroscope. Each drawing contained the outline of the
section, blood vessels, tissue artifacts, probes, and myeloarchi-
tectonic borders. All drawn sections were aligned by using these
landmarks and compiled into one reconstruction. By matching
blood vessel patterns obtained from the digital image of the
exposed cortex with blood vessels, probes, and other artifacts in
the histologically processed tissue, the electrode penetrations
were plotted onto reconstructed myelin drawings to produce one
comprehensive reconstruction of both architectonic boundaries
and electrophysiological recordings.

Results
These experiments generated several results. First, based on archi-
tectonic examination, area 17 was still present, although substan-
tially reduced in size compared with normal animals (Fig. 2). In
normal animals, the architectonic field termed area 17 is coexten-
sive with a complete map of the contralateral visual hemifield. This
functional map is termed V1, and in normal animals the terms V1
and area 17 are often used interchangeably. However, in the
bilaterally enucleated animal, no maps of the visual hemifield were
present, so the field we term area 17 refers only to the architec-
tonically defined region at the caudomedial pole of cortex. In
tangentially sectioned tissue, area 17 in all of the bilaterally enu-
cleated animals was readily identified as a moderate to darkly
myelinated region (Fig. 2B). In parasagittally sectioned cortex that
was stained for Nissl substance, area 17 was characterized by a
densely packed, darkly staining granule cell layer (Fig. 2D). These
descriptions are like those for area 17 in normal Monodelphis (Fig.
2 A and C) as well as a number of other mammals (28, 32, 34, 35).

Our architectonic analysis consistently revealed the presence
of a new cortical area. In cortex that was flattened and cut
parallel to the cortical surface, a very darkly myelinated area was
identified just rostrolateral to area 17 (Fig. 2B). This cortex is
normally occupied by area 18 or V2, which is lightly myelinated
(32, 34, 36). In cortex sectioned parasagittally and stained for
Nissl substance, this area had a densely packed layer II, as in
normal animals, and a slightly thickened layer III. However, the
granular and infragranular layers were indistinct (compare Fig.
2 C with D). No area with this appearance has been observed in
normal animals. Based on location and cortical architecture, this
region is similar to area X described in bilaterally enucleated
monkeys by Rakic and colleagues (37) (see below). In bilaterally
enucleated animals, cortex lateral to area X was lightly myelin-
ated (Fig. 2B), and in Nissl-stained sections it corresponded to
extrastriate cortex. However, it was difficult to determine
whether this region was a displaced area 18 or multimodal (MM)
cortex, as described in normal animals. The architectonic ap-
pearance of the remaining sensory cortex, including the primary
somatosensory area (S1) and the primary auditory area (A1),
was normal as viewed in both Nissl and myelin-stained tissue
(Fig. 2).

Electrophysiological recording results were superimposed on
architectonic boundaries to generate a comprehensive reconstruc-
tion of the neocortex. These results demonstrated that in bilaterally
enucleated animals, much of the cortex that would normally receive
visual inputs, including architectonically defined visual areas, con-
tained neurons that responded to sensory stimulation from other
modalities. Although there were a few islands of cortex in one of the
bilaterally enucleated animals where no response could be elicited
(Fig. 1B), this was not substantially different from the normal
animals. Thus, cortex that would normally contain neurons that
respond to visual stimulation, such as the primary and second visual
areas (V1 and V2) (32), the caudotemporal visual area (CT), and
portions of multimodal cortex contained neurons that responded to
either auditory or auditory � cutaneous somatosensory stimula-
tion. For example, in one case there was an island of cortex located
in area 17, which contained neurons that responded solely to
auditory stimulation (Fig. 1B). In another case (Fig. 1C), only a few
sites in area 17 contained neurons that responded solely to auditory
stimulation; the remaining portion of area 17 was occupied by
neurons that responded to both auditory and somatosensory
stimulation.

The low density of recordings in area 17 made it difficult to
determine whether a complete representation of the contralat-
eral body surface was present, but in one case that had nine
recording sites in area 17, neurons at these sites had receptive
fields on the snout, head, and vibrissae (Figs. 1C and 3). In area
X, neurons at rostral recording sites tended to have receptive
fields on the head, snout, face, and vibrissae, and neurons at
caudal recording sites tended to have receptive fields on the
forepaw and forelimb (and in one case on the trunk). However,
the head, vibrissae, and face representation dominated the field.
In the remaining cortex that would normally contain neurons
that respond to visual stimulation, including MM and CT,
receptive fields for neurons were mostly on the face, snout,
vibrissae, and head (Fig. 3). There were a few sites in CT in which
neurons had receptive fields on the trunk. The precise topo-
graphic organization within an architectonic area, like that found
in the primary areas of normal animals, was not observed. The
observation that most of the multimodal recording sites in areas
17, X, MM, and CT contained neurons with cutaneous receptive
fields on the face, head, and vibrissae rather than on the limbs
or trunk (Fig. 3) suggests that inputs from particular body parts
have priority in acquiring cortical territory.

An unexpected result was that visual cortex was not the only
region of cortex affected by bilateral enucleations. Auditory and
somatosensory cortex were affected as well, particularly in one
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case (Fig. 1C). For instance, in A1 somatosensory receptive
fields for neurons at the multimodal sites were on the head,
vibrissae, face, and chin (Fig. 1C). In this same case S1 contained
a number of sites in which neurons responded to both somato-
sensory and auditory stimulation (Fig. 1C). However, receptive
field progression in S1 was similar to that described for normal
animals with caudal body parts represented medially and rostral
body parts represented laterally.

Discussion
The present results demonstrate that massive changes in cortical
organization and architecture can be accomplished by changing
patterns of peripheral innervation. The contribution of periph-
eral innervation to some aspects of cortical organization has
been demonstrated previously in macaque monkeys (37–40) and
mice and rats (41–44) that underwent bilateral enucleations
relatively early in development, but at a later stage than in the
current study. These previous studies also report that area 17
could be recognized by its architectonic appearance, but that it
was smaller than in normal animals (37, 38) and that callosal
connectivity was relatively normal (38, 41, 43, 44). Further, as in

the present investigation, a new architectonic zone (area X),
interposed between area 17 and 18, had emerged (37). We add
here that area X is processing auditory inputs as well as somatic
inputs primarily from the head, vibrissae, and snout.

The finding in the present study that neurons in ‘‘visual’’ cortex
are responsive to stimulation of other sensory modalities is also
consistent with previous studies in ferrets, which demonstrate
that auditory cortex can be transformed into visual cortex by
surgically ‘‘rewiring’’ a number of subcortical circuits (45). This
new cortex contained a map of visual space and even had
orientation modules within this map (46).

A question that arises from our results is what is the source of
somatic and auditory input to ‘‘visual’’ cortex. Studies of con-
nections in anophthalmic (eyeless) mice indicate that auditory
and somatic activation of visual cortex may be the result of
subcortical rerouting of connections. In these animals, the lateral
geniculate nucleus receives novel input from the inferior col-
liculus¶ and the cuneate nucleus (47). Reports of interhemi-

¶Bronchti, G., Molnár, Z., Welker, E., Croquelois, A. & Krubitzer, L. (2000) Soc. Neurosci.
Abstr. 26, 2193.

Fig. 2. Cortical myeloarchitecture and cytoarchitecture in normal (A and C, cases 97-41 and 00-30) and bilaterally enucleated (B and D, cases 01-09 and 01-20)
Monodelphis. In cortex that has been flattened and stained for myelin, the primary areas are readily defined (A). V1 or area 17 is an area of moderately dense
staining for myelin. The primary auditory cortex (A1) is a moderately dense oval just medial to the rhinal sulcus and pyriform cortex, and S1 is a moderately dense
region rostral to A1. These regions correspond to electrophysiologically defined regions described in Fig. 1. V2 shares a common border with V1 at the
representation of the vertical meridian and can be readily distinguished from V1 as a lightly myelinated region. In the bilaterally enucleated animal (B), S1 and
A1 look very similar to the normal animal. Whereas an area 17 can be identified as a small oval at the caudomedial pole of the cortex, it is substantially reduced
in size. In these animals, a lightly myelinated area 18 does not adjoin area 17. Rather, a very darkly myelinated area X shares a border with area 17. In normal
animals (C), V1 or area 17 has a very densely packed, thickened layer IV. This is in contrast to V2 or area 18, which contains a reduced layer IV. At this mediolateral
level, the caudomedial border of S1 is just rostral to V2 and can be identified by its dense granule cell layer. In the bilateral enucleate (D), a small area 17 can
also be identified as containing a densely packed, thickened layer IV. The field immediately rostral to area 17, area X, does not look like area 18 in normal animals
in that the granular and infragranular layers are indistinct. Cortex immediately rostral to area X at this mediolateral level corresponds to S1. Intensity of myelin
stain varied between cases; however, the myeloarchitectonic patterns described here were clearly evident and were consistently observed in each case. In A and
B, rostral is to the left and medial is to the top; in C and D, rostral is to the left and dorsal is to the top. OB, olfactory bulb; PYR, pyriform cortex. Other conventions
are as in Fig. 1. (Scale bars � 1 mm.)
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spheric connections in these animals indicate that callosal con-
nectivity was relatively normal (44). Further, studies in mammals
with a highly reduced visual system, such as the blind mole rat,
demonstrate that the lateral geniculate nucleus is activated by
auditory inputs (48). Thus, a similar type of rewiring seems to
occur naturally in evolution.

There are several implications regarding cortical develop-
ment and evolution that arise from the current study as well as
previous investigations. First, some aspects of arealization do
not depend on specific sensory inputs, but are intrinsically
regulated. This has been shown previously in developmental
studies in knock-out mice that fail to develop thalamocortical
afferents (26, 27). These mice still express graded and abrupt
patterns of gene expression, and some of these expression
boundaries seem to be related to the boundaries of cortical
fields. Further, several of the genes examined have been
implicated in some aspects of development, such as axon
guidance, fasciculation, and target finding. Thus, it is possible
that genes regulate some features of cortical lamination,
thalamocortical and corticocortical connectivity. This is sup-
ported by the finding in the present study that an architectonic
area 17 is still present and that thalamocortical afferents to
area 17 are essentially normal� despite the complete and very
early absence of visual input. Both of these observations are
consistent with comparative studies in mammals which dem-
onstrate that despite the absence or near absence of use of the
visual system and the concomitant reduction of the eyes, it is

not possible to abolish the architectonic structure or thalamo-
cortical afferent patterning associated with area 17 (49–52,
**). Thus, genetically regulated, intrinsic mechanisms that
shape some aspects of cortical field development must con-
strain the evolution of the neocortex.

A second implication is that a high degree of phenotypic
variability in cortical organization across species, specifically
the amount of cortex assumed by a particular sensory system,
need not be orchestrated by intrinsic cortical mechanisms. This
implication is supported by observations in mammals that
naturally have a reduced visual system, but have evolved
morphological specializations associated with other sensory
systems, such as the duck-billed platypus, the naked mole rat,
the star-nosed mole, and the blind mole rat (49–52, **). As in
the bilaterally enucleated Monodelphis, these animals have a
small area 17 and little if any cortex in which neurons respond
to purely visual stimulation. Indeed, much of cortex that would
be visual in animals with a well developed visual system,
including area 17, is taken over by other sensory modalities
(49). Thus, both naturally and experimentally modified pe-
ripheral morphology results in a dramatic reassignment of
sensory modalities to the cortical sheet within the life of an
individual and across species over time.

The final implication is that peripheral inf luences contribute
to the emergence of cortical fields within sensory domains.
Whereas area 17 in the bilaterally enucleated Monodelphis is
functionally different from and substantially smaller than its
normal counterpart, the architectonic appearance and
thalamocortical connections of area 17 are essentially like
those in normal animals.� For this reason, we do not consider
this as a new field. On the other hand, the region of cortex
termed area X has emerged as a new architectonic area and is
like nothing previously described for the Monodelphis or for
other mammals. Area X seems to meet some of the criteria
used to define a valid subdivision of the neocortex (53). It has
a distinct architectonic appearance coextensive with neurons
that respond to tactile and auditory stimulation. Although
connections of this field have yet to be investigated, we
hypothesize that it will have some unique pattern of intercon-
nections and possibly function to enhance stimulus localization
in immediate body space by integrating somatic inputs pri-
marily from the head, vibrissae, and face with auditory inputs.
Thus, if one defines a cortical field as possessing these
attributes, then we should consider area X as a new cortical
field that may underlie some novel (enhanced) sensory pro-
cessing capabilities such as those described in congenitally
blind humans.

**Catania, K. C. & Remple, M. (2001) Soc. Neurosci. Abstr. 27, 127.
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